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Fairness in ML

Motivation



Why do we build ML systems?



Real-world example: COMPAS

From Wikipedia:



Real-world example: COMPAS

From Wikipedia:



Real-world example: COMPAS

• Correctional Offender Management Profiling for Alternative Sanctions

What is COMPAS?

• Used in prisons across country: AZ, CO, DL, KY, LA, OK, VA, WA, WI

• “Evaluation of a defendant’s rehabilitation needs”

•  Recidivism = likelihood of criminal to reoffend



Real-world example: COMPAS

“Our analysis of Northpointe’s tool, called COMPAS (which stands for 

Correctional Offender Management Profiling for Alternative Sanctions), found 

that black defendants were far more likely than white defendants to be 

incorrectly judged to be at a higher risk of recidivism, while white defendants 

were more likely than black defendants to be incorrectly flagged as low risk.”



Real-world example: COMPAS

Bernard Parker, left, was rated high risk; Dylan Fugett was rated low risk. (Josh Ritchie for ProPublica)

https://www.nationalcollaborative.org/machine-bias/

https://www.propublica.org/article/what-algorithmic-injustice-looks-like-in-real-life



Real-world example: COMPAS

https://www.nationalcollaborative.org/machine-bias/

https://www.propublica.org/article/what-algorithmic-injustice-looks-like-in-real-life



Real-world example: COMPAS

Two Drug Possession Arrests

https://www.propublica.org/article/what-algorithmic-injustice-looks-like-in-real-life



Real-world example: COMPAS

Two Petty Theft Arrests

https://www.propublica.org/article/what-algorithmic-injustice-looks-like-in-real-life



Why fairness?

 … It is an important concept in North America …



Why fairness?



Why fairness?



Why fairness? Do LLMs contain disparities?



Why fairness? Do LLMs contain disparities?



Bias can cause unfairness

Machine learning has the potential to unintentionally embed bias.

Simpson’s paradox
A statistical phenomenon where an association 
between two variables in a population emerges, 
disappears or reverses when the population is 

divided into subpopulations



Review

First Part of This Course:

• Ensemble

• Learning Theory

• GNN

• Generative Models

Focus more on a single merit: accuracy



Outlook

Second Part of This Course:

• Causal Learning

• Differential Privacy and Federated Learning

• Fairness in ML 

• Explainable AI (XAI)

Focus on more attributes: causality, privacy, fairness, and interpretability

(This lecture)



Outline

Again, fairness in ML can be a full course, we will only highlight a few important concepts



Outline

• Motivation

• Definitions of fairness

• Fair representation learning

• Disentangled fair representations

Individual and group fairness criteria

• Fair NLP and visual representations 

Learning fair representations

Prejudice Removing Regularizer

Fair VAE  Flexibly fair representation



Definition of Fairness

Part I



Initial thoughts: Fairness through unawareness

• The default fairness method in machine learning is fairness-through-unawareness

• Fairness-through-unawareness refers to leaving out of the model protected social attributes 
such as gender, race, and other characteristics deemed sensitive

•  However, ignoring meaningful group differences does not erase inequality but instead can 
perpetuate it

Dwork, Cynthia, et al. "Fairness through awareness." Proceedings of the 3rd innovations in theoretical computer science conference. 2012.



Failures of Fairness through Unawareness

• When race, gender, and other sensitive variables are treated as protected, other variables 
such as college attended, hometown, or various resume indicators that remain 
unprotected may still be highly correlated with the protected attributes.

• For example, researchers at Carnegie Mellon University revealed that gender, a protected 
attribute, caused an unintentional change in Google’s advertising system such that ad 
listings targeted for users seeking high-income jobs were presented to men at nearly six 
times the rate they were presented to women (Datta et al., 2015).

Sensitive Features May Still Be Used (Inferred from indirect evidence)



Limitations of Fairness through Unawareness

• Fairness through unawareness requires sensitive features to be masked out 

• Not easy to do in real life (hard to mask features for some datasets)

• Referred to as individual fairness criteria

Question: Can you think of other criteria?



Major fairness criteria

 set of protected featuresA :=

 set of features other than protected features  X :=

Demographic Parity

• Demographic Parity Is Applied to a Group of Samples

•  A Predictor  Satisfies Demographic Parity If̂Y

(Does not require features to be masked out)

 predictor output̂Y :=

The probabilities of positive predictions are the same regardless of whether the group is protected

Protected groups are identified as A = 1

P( ̂Y = 1 ∣ A = 1) = P( ̂Y = 1 ∣ A = 0)



Major fairness criteria

Comparisons 



Major fairness criteria

Comparisons (Graphical Model Explanations) 

Any Issues?



Major fairness criteria

Issues with Demographic Parity 

Correlates Too Much With the Performance of the Predictor

Societal Fact: Ensuring fairness reduces accuracy 

(Ensuring fairness contradicts with privacy too)

Cummings, Rachel, et al. "On the compatibility of privacy and fairness." Adjunct Publication of the 27th Conference on User Modeling, Adaptation and Personalization. 2019.



Major fairness criteria

Issues with Demographic Parity 

Correlates Too Much With the Performance of the Predictor



Major fairness criteria

Equality of Odds

Equal Probabilities for Both Qualified/Unqualified People Across Protected Groups

Moritz Hardt et. al. 2016 Equality of Opportunity in Supervised Learning



Major fairness criteria

Equality of Opportunity

Equal Probabilities for Qualified People Across Protected Groups 

Moritz Hardt et. al. 2016 Equality of Opportunity in Supervised Learning



Case study: FICO

FICO Dataset:

• 301,536 TransUnion & TransRisk scores from 2003  

• Scores ranges from 300 to 850  

• People were labeled as in default if they failed to pay a debt for at least 90 days  

• Protected attribute  is race, with four values: {Asian, white non-Hispanic, Hispanic, and black}

•  is a simple threshold-based decision model (loan if FICO score is greater)

A

̂Y

The criteria are probabilistic definitions … 

Consider simple threshold-based decision models on the FICO dataset …



Case study: FICO

FICO Dataset: statistics



Case study: FICO

Possible fairness criteria

• Max Profit - No Fairness Constraints

• Race Blind - Using the same threshold for all race groups 

• Demographic Parity 

 Fraction of the group members that qualify for the loan are the same 

•Equal Opportunity

 Fraction of non-defaulting group members that qualify for the loan is the same 

•Equal Odds

 Fraction of both non-defaulting and defaulting groups members that quality for the loan is the same  



Case study: FICO

Simple threshold-based decision models

Within-Group Percentile Differs Dramatically for Each Group 

Race BlindMaximum Profit



Case study: FICO

Thresholds for Each Fairness Definition 

Q:  Anything special about Equal Odds?



Case study: FICO

• Max Profit - No Fairness Constraints

• Race Blind - Using the same threshold for all race groups 

• Demographic Parity 

•Equal Opportunity

•Equal Odds

Question: A single threshold for each race group?

Yes/NoFairness Criteria



Case study: FICO

A single threshold for each race group?



Case study: FICO

Q:  Anything special about Equal Opportunity?

The ROC curve for using FICO score to identify non-defaulters



Case study: FICO

The ROC curve for using FICO score to identify non-defaulters

Equality of opportunity picks points along the same horizontal line. Equal odds picks a point below all lines.



Case study: FICO

Comparison of Five Fairness Criteria



Quick exercise

What fairness criteria do predictors  and  satisfy? ̂Y1 ̂Y2

From Dr. Wei Wei, Prof. James Landay’s course at Stanford



Quick exercise

Consider :̂Y1



Quick exercise

Consider :̂Y1



Quick exercise

Consider :̂Y2



Group versus Individual Fairness

Group Fairness 

Individual Fairness 

It is also refered to as statistical parity. It is a requirement that the protected groups should be treated 

similarly to the advantaged group or the populations as a whole.

It is a requirement that individuals should be treated consistently.

Group fairness does not consider the individual merits and may result in choosing the less qualified members of a group

Individual fairness assumes a similarity metric of the individuals that is generally hard to find



Group versus Individual Fairness



Fair Representation Learning

Part II 



Introduction

Goal: Make Representations Fair 

Image Credit: Richard Zemel



Learning fair representations

Zemel, Rich, et al. "Learning fair representations." International conference on machine learning. PMLR, 2013.

First approach: Zemel et al., 2013, “Learning fair representations”

Notation:

•  denotes the entire data set of individuals. Each  is a vector of length  where each 

component of the vector describes some attribute of the person.

•  is a binary random variable representing whether or not a given individual is a member of the 

protected set; we assume the system has access to this attribute.

•  is a multinomial random variable, where each of the  values represents one of the intermediate 

set of ”prototypes”. Associated with each prototype is a vector  in the same space as the 

individuals .

•  is the binary random variable representing the classification decision for an individual, and 

 is the desired classification function.

•  is a distance measure on , e.g., simple Euclidean distance: .

X x ∈ X D

S

Z K

vk

x
Y

f : X → Y

d X d (xn, vk) = xn − vk 2



Zemel, Rich, et al. "Learning fair representations." International conference on machine learning. PMLR, 2013.

First approach: Zemel et al., 2013, “Learning fair representations”

Learning fair representations



Zemel, Rich, et al. "Learning fair representations." International conference on machine learning. PMLR, 2013.

First approach: Zemel et al., 2013, “Learning fair representations”

Learning fair representations



Zemel, Rich, et al. "Learning fair representations." International conference on machine learning. PMLR, 2013.

First approach: Zemel et al., 2013, “Learning fair representations”

Learning fair representations



Zemel, Rich, et al. "Learning fair representations." International conference on machine learning. PMLR, 2013.

Learning fair representations

Datasets:



Zemel, Rich, et al. "Learning fair representations." International conference on machine learning. PMLR, 2013.

Learning fair representations

Datasets:



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Quantified Causes of Unfairness 

Prejudice 

• Unfairness rooted in the dataset 

Underestimation 

• Model unfairness because the model is not fully converged  

Negative Legacy 

• Unfairness due to sampling biases 

Training Objective 

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Prejudice removing regularizer

Quantified Causes of Unfairness 

Prejudice 

• Unfairness rooted in the dataset 

Underestimation 

• Model unfairness because the model is not fully converged  

Negative Legacy 

• Unfairness due to sampling biases 

Training Objective How to design it?



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Limitations of fairness through unawareness



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Recall Indirect Discrimination Happens When  

Prediction is not directly conditioned on sensitive variables 

Prediction is indirectly conditioned on  by a variable  that is dependent on 

R

R O R

Prejudice Index (PI) 

Measures the degree of indirect discrimination based on mutual information

PI = ∑
(y,s)∈&

̂Pr[y, s]ln
̂Pr[y, s]

̂Pr[y] ̂Pr[s]  denotes the sample distribution̂Pr

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Prejudice Index (PI) 

Measures the degree of indirect discrimination based on mutual information

PI = ∑
(y,s)∈&

̂Pr[y, s]ln
̂Pr[y, s]

̂Pr[y] ̂Pr[s]  denotes the sample distribution̂Pr

Range is [0, + ∞)

Normalized Prejudice Index (NPI) 

Normalize PI by the entropy of   and Y S

Range is [0,1]

NPI = PI/( H(Y)H(S))

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Learning and optimizing PI

Using Logistic Regression Model as the Prediction Model

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Learning and optimizing PI

(

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Learning and optimizing PI

(

hard to estimate

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Learning and optimizing PI

(

hard to estimate

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Summary

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Results

Prejudice removing regularizer



Kamishima, Toshihiro, et al. "Fairness-aware classifier with prejudice remover regularizer." 2012.

Prejudice removing regularizer

Results



Disentangled fair representations

Part III 



Louizos, Christos, et al. "The variational fair autoencoder." arXiv preprint arXiv:1511.00830 (2015).

Fair VAE

Recall:  “Learning fair representations”



Louizos, Christos, et al. "The variational fair autoencoder." arXiv preprint arXiv:1511.00830 (2015).

Fair VAE

Maximum Mean Discrepancy



Louizos, Christos, et al. "The variational fair autoencoder." arXiv preprint arXiv:1511.00830 (2015).

Fair VAE

Training VAE



Louizos, Christos, et al. "The variational fair autoencoder." arXiv preprint arXiv:1511.00830 (2015).

Fair VAE

tSNE embeddings



Creager, Elliot, et al. "Flexibly fair representation learning by disentanglement." International conference on machine learning. PMLR, 2019.

 Flexibly fair representation

How to achieve demographic parity in VAE?

Original VAE objective:



Creager, Elliot, et al. "Flexibly fair representation learning by disentanglement." International conference on machine learning. PMLR, 2019.

 Flexibly fair representation

How to achieve demographic parity in VAE?

Flexibly fair VAE objective:



Creager, Elliot, et al. "Flexibly fair representation learning by disentanglement." International conference on machine learning. PMLR, 2019.

 Flexibly fair representation

How to achieve demographic parity in VAE?

(Since )



Creager, Elliot, et al. "Flexibly fair representation learning by disentanglement." International conference on machine learning. PMLR, 2019.

 Flexibly fair representation

Applications

Training TestingData



Creager, Elliot, et al. "Flexibly fair representation learning by disentanglement." International conference on machine learning. PMLR, 2019.

 Flexibly fair representation

Fair classification



Summary

Part III 



• Understand why fairness matters in ML

Learning Outcomes

• Understand how to ensure fairness in representation learning

• Know how to ensure fairness in VAE

• Be able to describe key fairness criteria 

• Be able to identify the difference between individual and group fairness criteria


