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Motivation
Example

You work at a jail, and your boss asks you to automate potential
recidivism risk evaluation. You examine the various model options
and select a complex model because it gets the best performance:
a gradient boosted tree XGBoost or LightGBM.
Boss: Nice job, can I ask some questions about how the model
works?

Which features are most important overall?
For the people with high risk (y = 1), can you explain why?

Explain a blackbox

or use an interpretable

model instead
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Motivation
Explainable AI (XAI), or Interpretable AI, or Explainable Machine Learning
(XML), is artificial intelligence (AI) in which humans can understand the
reasoning behind decisions or predictions made by the AI.
XAI algorithms follow three principles.

Transparency: the processes that extract model parameters from
training data and generate labels from testing data can be
described and motivated by the approach designer.
Interpretability: the possibility of comprehending the ML model and
presenting the underlying basis for decision-making in a way that is
understandable to humans.
Explainability: a concept that is recognized as important, but a
consensus definition is not available. One possibility is: "the
collection of features of the interpretable domain, that have
contributed for a given example to produce a decision (e.g.,
classification or regression)".

Algorithms fulfilling these principles provide a basis for justifying decisions,
tracking and thereby verifying them, improving the algorithms, and exploring new
facts.

Slide adapted from https://en.wikipedia.org/wiki/Explainable_artificial_intelligence
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Motivation
Machine learning (ML) algorithms used in AI can be categorized as
white-box or black-box.

White-box models provide results that are understandable for
experts in the domain.

e.g.: linear regression, logistic regression, knn, linear SVM,
decision tree, GLMs, GAMs, kmeans, PCA

Black-box models are extremely hard to explain and can hardly be
understood even by domain experts.

e.g.: ensemble learning (XGBoost, LightGBM, etc), kernel
methods, neural networks (MLP, CNN, RNN, transformer, GNN)
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Motivation

Definitions

A model explanation attempts to highlight why a model made a
prediction
A feature importance explanation focuses on each feature’s role

Feature attribution: each feature xi receives a score ai 2 R
Feature selection: a subset of important features xS 2 {x1, . . . , xd}

Explanations may relate to an individual prediction (local) or a
broader model behavior (global)
An explanation algorithm is a method that generates explanations
given input data and an ML model
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Removal-based Explanations

Idea: to understand a feature’s importance, remove it and see how the
prediction changes This is the underlying idea behind many popular
approaches SHAP, LIME, RISE, etc.

Doctor analogy:
Suppose we want to understand a doctor’s
diagnosis.
We can probe the doctor’s reasoning by
covering parts of the scan.
The diagnosis should change when we cover
important regions.

In ML, we can analyze models by withholding features.
Challenge: How to design the features to be removed?
Given d features, we have 2n possible ways to remove!
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Permutation Test
Permutation test (also known as permutation feature importance) is
an "old" method introduced for random forests.

It determines overall (global) importance of each input feature via:
First, evaluate the model’s accuracy using the original data
Then, one at a time, corrupt features and record the drop in
accuracy

- Corruption: randomize/permute/shuffling a column of the dataset
(corresponding to the feature)

- Accuracy drop: ai = Acc(original)� Acc (xicorrupted)
* It can be applied to training, validation, or testing datasets.

Example from Kaggle’s Course in Model Explainability

Leo Breiman, "Random forests" (200I)
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Leo Breiman, "Random forests" (200I)

Tongxin Li Lecture 12 Explainable AI Spring 2024 10 / 43

Mobile User



Permutation Test
Example: variable importance in random forest on diabetes data

Properties of permutation test based explanation

Works for any model
Can use with continuous or categorical features
Fast, easy to implement
Empirical, no theoretical guarantees
Problematic for correlated features

Leo Breiman, "Random forests" (200I)
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Occlusion

Occlusion is an early approach for deep learning models

Occlusion: block/mask something

Explain individual (local) predictions for image classifiers

Calculate pixel (or super-pixel) importance

Occlusion process:

Make prediction given full image

Occlude various image regions, record how the prediction changes

Occlude by replacing with uninformative (zero) pixels
Potentially occlude 2x2, 4x4, etc., or super-pixels

Mathematically,

ai = fy (x1, . . . , xd )� fy (x1, . . . , 0, . . . , xd )

Zeiler & Fergus, “Visualizing and understanding convolutional networks” (2014)
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Occlusion
An intuitive example

https://towardsdatascience.com/inshort-occlusion-analysis-for-explaining-dnns-d0ad3af9aeb6
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Occlusion
Example: attribution generated by occlusion with squared grey
patches of different sizes

Properties of occlusion based explanation

Works with any model, even non-image data
Moderately fast: d + 1 model evaluations to explain each
prediction
Easy to implement
Empirical, no theoretical guarantees

Ancona et al. Towards better understanding of gradient-based attribution methods for Deep Neural Networks (2018)
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Permutation Test vs Occlusion
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A General Framework

Options for feature removal approach: 1.replace with default values (zero); 2.replace
with random values; 3.train separate models with each feature set; 4.use a model that
accepts missing features; 5.application-based operations (e.g. blurring for images).

Covert et al., “Explaining by removing: a unified framework for model explanation” (2021)
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A General Framework

At least 26 published papers follow this recipe
Example methods include SHAP, LIME, etc.
Suggested the term removal-based explanations

Covert et al., “Explaining by removing: a unified framework for model explanation” (2021)
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LIME

Local Interpretable Model-agnostic Explanations (LIME): feature attribution
for an individual sample x

⇠(x) = argmin
g2G

L (f , g,⇡x) + ⌦(g)

- f : Rd ! R. In classification, f (x) is the probability (or a binary indicator) that x

belongs to a certain class ⌘.

- g : {0, 1}d
0
! R denotes an interpretable model, e.g., g(z0) = wg · z

0

- ⇡x(z): a proximity measure between z to x , e.g., exp
�
�kx � zk2/�2�

- L (f , g,⇡x): a fidelity function measuring of how unfaithful g is in approximating f

in the locality defined by ⇡x , e.g., L (f , g,⇡x) =
P

z,z02Z ⇡x(z) (f (z)� g (z0))2

- ⌦(g): complexity measure (Example?)

Ribeiro et al., "Why should I trust you? Explaining the predictions of any classifier” (2016)
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LIME
Local Interpretable Model-agnostic Explanations (LIME)

⇠(x) = argmin
g2G

L (f , g,⇡x) + ⌦(g)

- x , z 2 Rd , x
0, z0 2 {0, 1}d

0

- f : Rd ! R, g(z0) = wg · z
0

- ⇡x(z) = exp
�
�kx � zk2/�2�

- L (f , g,⇡x) =
P

z,z02Z ⇡x(z) (f (z)� g (z0))2

Generate z 0: sample instances around x 0 by drawing nonzero elements of x 0

uniformly at random (where the number of such draws is also uniformly
sampled).

Ribeiro et al., "Why should I trust you? Explaining the predictions of any classifier” (2016)
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LIME: Explain Random Forest

White Wine Quality dataset (4898 samples and 11 features):

Results:

The example is from https://betterdatascience.com/lime/
The dataset is from https://archive.ics.uci.edu/ml/datasets/wine+quality
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LIME: Explain Deep Neural Network

Model: Google’s pre-trained Inception neural network

Ribeiro et al., "Why should I trust you? Explaining the predictions of any classifier” (2016)
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RISE
Randomized Input Sampling for Explanation

Samples many subsets of missing features
Calculates mean prediction when xi included

SI,f (�) =
1

E[M] · N

NX

i=1

f (I � Mi) · Mi(�) saliency or importance map

Petsiuk et al., "RISE: Randomized input sampling for explanation of black-box models" (2018)
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SHAP

SHapley Additive exPlanations (SHAP)

Based on Shapley values (Cooperative game
theory, 1953) (Nash equilibrium is from
noncooperative game theory)

Unify various existing XAI methods

Axiomatic definitions (the axioms of SHAP
slightly differ from Shapley values)

A prediction can be explained by assuming that
each feature value of the instance is a “player” in
a game where the prediction is the payout.

Lundberg, Scott M., and Su-In Lee. A unified approach to interpreting model predictions. (2017).

Lloyd Shapley, "A value for n-person games" (1953)
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SHAP: Shapley Values

Set of players D = {1, . . . , d}

A game is given by specifying a value for every coalition S ✓ D

Represented by a characteristic function: v : 2D ! R

Grand coalition value v(D), null coalition v(?), arbitrary coalition v(S)

* Which players will participate
vs. break off on their own?

* How to allocate credit
among players?

Shapley values allocate credit to players in a cooperative game. Shapley
values were famously derived from a set of fairness axioms.
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SHAP: Shapley Values

The Shapley value assigns a vector of credits to each game (in
Rd , one credit per player), mathematically, a function of the form

� : G ! Rd

For a game v , Shapley values are �1(v), . . . ,�d(v)

Axiomatic uniqueness: The Shapley value is the only attribution
method � that satisfies the following four properties

(Efficiency) The credits sum to the grand coalition’s value, orP
i2D

�i(v) = v(D)� v(?)
(Symmetry) If two players (i , j) are interchangeable, or v(S [ {i}) =
v(S [ {j}) for all S ✓ D, then �i(v) = �j(v)
(Null player) If a player contributes no value, or v(S [ {i}) = v(S)
for all S ✓ D, then �i(v) = 0
(Linearity) The credits for linear combinations of games behave
linearly, or � (c1v1 + c2v2) = c1� (v1) + c2� (v2), where c1, c2 2 R

Lloyd Shapley, "A value for n-person games" (1953)

Tongxin Li Lecture 12 Explainable AI Spring 2024 29 / 43

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User

Mobile User



SHAP: Shapley Values

The Shapley value of a feature value is its contribution to the
payout, weighted and summed over all possible feature value
combinations:

�i(v) =
X

S✓D\i

|S|!(d � 1 � |S|)!
d !

[v(S [ {i})� v(S)]

Interpretation
Intuitive meaning in terms of player orderings
Given an ordering ⇡, each player contributes when added to the
preceding ones
SV is the average contribution across all orderings

�i(v) =
1
d!

X

⇡2⇧

h
v

⇣n
j | ⇡�1(j)  ⇡�1(i)

o⌘
� v

⇣n
j | ⇡�1(j) < ⇡�1(i)

o⌘i
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SHAP

SHapley Additive exPlanations
Consider features as players
Consider model behavior as
profit
Use Shapley values to
quantify each feature’s impact
predictions

Change the notation from game to ML model:

�i =
X

S✓D\{i}

|S|!(d � |S|� 1)!
d !

⇥
fS[{i}

�
xS[{i}

�
� fS (xS)

⇤

Require retraining the model on all feature subsets S ✓ D
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Other Shapley Value-based Methods

Shapley Net Effects: Owen, "Sobol’ indices and Shapley value" (2014)

Qll: Datta et al., "Algorithmic transparency via quantitative input
influence: Theory and experiments with learning systems" (2016)

IME: Strumbelj & Kononenko, "Explaining instance classifications with
interactions of subsets of feature values" (2009)

SAGE: Covert et al., "Understanding global feature contributions with
additive importance measures" (2020)

Causal Shapley values: Heskes et al., "Causal Shapley values:
Exploiting causal knowledge to explain individual predictions of complex
models" (2020)

ASV: Frye et al., "Asymmetric Shapley values: incorporating causal
knowledge into modelagnostic explainability" (2020)

SP-VIM: Williamson & Feng, "Efficient nonparametric statistical
inference on population feature importance using Shapley values" (2020)
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SHAP: Computation Complexity

�i(v) =
X

S✓D\i

|S|!(d � 1 � |S|)!
d !

[v(S [ i)� v(S)]

Exponential running time O
�
2d
�

Intractable for even moderate d (e.g., d > 20) (Universe has about
1082 atoms (current estimate))
Approximation methods exist

Tongxin Li Lecture 12 Explainable AI Spring 2024 33 / 43

Mobile User



SHAP: Connection with LIME

LIME has a weighting kernel ⇡(S) on feature subsets. It fits
linear/additive proxy/surrogate model

min
a0,...,ad

X

S✓D

⇡(S)

 
a0 +

X

i2S

ai � f (xS)

!2

+ ⌦ (a1, . . . , ad )

Shapley values minimize the following objective:

min
�0,...�d

X

S✓D

µ(S)

 
�0 +

X

i2S

�i � v(S)

!2

, µ(S) =
d � 1

�
d

|S|
�
|S|(d � |S|)

SHAP is a special case of LIME with ⇡(S) = µ(S) and ⌦ = 0

Lundberg, Scott M., and Su-In Lee. A unified approach to interpreting model predictions. (2017).
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Case Study: Boston Housing Dataset

Predict median house price in a neighborhood using 14 features: mean
number of rooms, crime rate, distance to employment centers, etc.
Trained an XGBoost model (gradient boosted decision tree)

Lundberg, Scott M., and Su-In Lee. A unified approach to interpreting model predictions. (2017).

Python toolbox of SHAP: https://github.com/slundberg/shap
Tongxin Li Lecture 12 Explainable AI Spring 2024 35 / 43

Mobile User



Case Study: Boston Housing Dataset

Predict median house price in a neighborhood using 14 features: mean
number of rooms, crime rate, distance to employment centers, etc.
Trained an XGBoost model (gradient boosted decision tree)

Lundberg, Scott M., and Su-In Lee. A unified approach to interpreting model predictions. (2017).

Python toolbox of SHAP: https://github.com/slundberg/shapTongxin Li Lecture 12 Explainable AI Spring 2024 35 / 43

Mobile User



Case Study: Boston Housing Dataset

Predict median house price in a neighborhood using 14 features: mean
number of rooms, crime rate, distance to employment centers, etc.
Trained an XGBoost model (gradient boosted decision tree)

Lundberg, Scott M., and Su-In Lee. A unified approach to interpreting model predictions. (2017).

Python toolbox of SHAP: https://github.com/slundberg/shap

Tongxin Li Lecture 12 Explainable AI Spring 2024 35 / 43

Mobile User



Summary

Removal-based methods are very common in XAI
Other structural based approaches exist

Gradient-based Methods (e.g. Grad-CAM, Gradient⇥Input)
Consider the gradient of the network output w.r.t. each input variable

Propagation-based Methods (e.g. Deep Taylor, Deep SHAP)
Use backpropagation idea to quantify feature importance
Estimate attributions of intermediate features at a layer and then
back-propagate these attributions to the previous layer
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Interpretable ML vs XAI
Interpretable ML: when you use a model that is not a blackbox
Explainable Al: when you use a black-box model and use another
model to explain afterwards

Start with a black-box
Create another model that approximates it
Compute derivatives of the proxy model
Visualize what part of the input the model is paying attention to
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Interpretable ML vs XAI
Interpretable ML 6= XAI

Trusting a black-box means you trust the database it was built from
Double Trouble: Need to rely on two models, instead of one
Those models may make mistakes and may disagree with each
other
If we can produce an interpretable ML model, why explain a
black-box?

Example: COMPAS vs CORELS

Based on Prof. Cynthia Rudin’s Introduction to Interpretable Machine Learning
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COMPAS vs CORELS
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COMPAS vs CORELS
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More Interpretable ML

Are the following models interpretable?
Decision trees
Linear regression
Generalized additive models (GAMs)
Attention as explanation

Open question: how to comprehensively evaluate
interpretability/transparency?
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Learning Outcomes

Understand why explanations are needed for black-box models
Understand the difference between XAI and interpretable ML
Be able to list a few removal-based XAI methods and know exactly
what they do
Know the definition of Shapley value and how it can be used in XAI
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